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Cross-ethnicity/race generalization failure of RSFC-based 
behavioral prediction and potential consequences

MethodsIntroduction
Machine learning (ML) plays an important role in
precision medicine. However, algorithmic biases
that favor majority populations pose a key
challenge to ML applications (Chouldechova 2018;
Martin 2019; Obermeyer 2019). In neuroimaging,
there is growing interest in the prediction of
behavioral phenotypes based on resting-state
functional connectivity (RSFC; Finn 2015, 2021;
Greene 2018). But prediction biases/unfairness in
this context were not assessed in the literature.
Especially, predictive models were typically built
by capitalizing on large cohorts with mixed ethnic
group, in which the proportions of certain ethnical
groups, e.g. African Americans (AA), are limited.
Whether the models perform equally well across
different ethnic groups was unclear.
By using two large-scale neuroimaging datasets
from the United States, we compared the
prediction accuracy between AA and white
Americans (WA) when ML models were trained
on different composition of ethnic groups. We
observed larger prediction errors in AA than WA
for most behavioral measures, which was only
limitedly affected by the composition of training
population. We also investigated potential
downstream consequences of biased predictions
of behavioral phenotypes if they were used
uncritically.

1. Datasets
v Human Connectome Project (HCP): 

Ø N = 948; 22-37y; 58 behavioral measures
Ø FMRI preprocessing: 

ICA-FIX + global signal regression (Li 2019)
v Adolescent Brain Cognitive Development (ABCD):

Ø N = 5351; 9-11y; 36 behavioral measures
Ø FMRI preprocessing followed Chen 2020.

RSFC computed across 400 cortical regions (Schaefer 2018) 
and 19 subcortical regions (Fischl 2002).

Results

Discussion

2. Test AA and WA were matched for age, gender, head motion, intracranial volume (ICV,
only for ABCD), parental education (only for ABCD) and behavioral scores.

• Call for more data collection from non-European-descendant / non-white populations, to learn better 
representation of minor populations.

• Consider even more minor groups (e.g. native Americans in the US population)
• Africans in Africa ≠ African Americans
• Subgroups in the currently defined ethnic/racial categories (e.g. Chinese vs Indian, both as “Asian”)
• Be aware of similar issue in other countries (e.g. Chinese datasets dominated by Han)

• Minority groups are not only limited in the context of ethnicity, e.g. people who are with lower social 
classes.
• This study aims to promote fairness of future applications of artificial intelligence across populations

• NO conclusion regarding neurobiological / neurocognitive difference across groups should be drawn.
• Structural inequality: historical, societal, educational factors play important roles in the outcome.

• Models built on mixed ethnicities using popular fMRI datasets predicted behavioral measures of 
AA with worse accuracies than matched WA.

• For some behavioral measures, more under-/over-predicted scores of AA could lead to 
worrisome consequences (e.g. more false positives of disorder diagnosis).

• Training specifically on AA helped to reduce prediction bias against AA.
• However, AA-trained models still generate predictions in favor of WA.

• Imaging side: 
preprocessing strategies/parameters were optimized on white-dominated samples (e.g. brain 
templates, functional atlases)

• Behavioral side: 
standard measures (or tools) suitable / valid for minorities?

• Model learned different representations of brain-behavior association from AA vs WA.
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3. Machine learning models
v Confound regression

Before ML modelling, age, gender, head motion, ICV, education (parental education for ABCD 
data), family income (on for HCP data) were regressed from both RSFC and behavioral scores.

v Kernel ridge regression (KRR): 
Ø The behavior of a test subject is more similar to the behavior of a training subject if their brain 

organizations are more similar.
Ø Inter-subject similarity (i.e. kernel): correlation of subjects’ RSFC matrices.

v Cross validation (CV):
HCP: nested 10-fold CV. ABCD: 120 variations of training-test data split.

v Accuracy metric: predictive COD (AA as example, similar for WA)
"#$%&& = 1 − **+,,

**-,,&/,
, where

001&& = ∑ AA test predicted score − AA test true score >

00?&&&@& = ∑ matched AA&WA training true score − 1 matched AA&WA training true score >

Assumption: total data variance is not group specific.

4. Brain-behavior association (BBA; Haufe 2014)
Ø Model-learned BBA: 

covariance[RSFC, predicted behavioral scores] 
across training subjects

Ø True BBA in each ethnic/racial group (either AA or WA): 
covariance[RSFC, true behavioral scores] 
across test subjects in that group.

1. Full-dataset model yielded higher prediction error in AA than in WA
Following the literature convention, models were trained on all ethnic groups in the datasets.

3. Training population only had limited effect on prediction bias

2. Direction of prediction error of individual behavioral phenotype: 
- Worrisome downstream consequences
Example: Achenbach Child Behavior Checklist in the ABCD dataset

Ø AA children were more overpredicted in Rule-breaking behavior, Aggressive behavior 
etc., compared to WA children. 

Ø These behavioral aspects are often used for mental disorder diagnosis. 
Ø An overestimation in these behavioral measures could lead to more false positives in 

diagnosis in AA.

Compare 3 types of models, trained on:

a. AA only

b. WA only (randomly selected, same 
sample size as AA)

c. Half AA, half WA 
(combination of a. & b.)

Ø Training only on AA helped to reduce prediction bias against AA
Ø Prediction accuracy was still in favor of WA

4. Different brain-behavior associations learned from AA only vs from WA only

E.g., association between Visual A – Limbic B functional connectivity and the behavior Long delay recall learned by model:
Ø Strong negative association when models were trained only on AA [column 2]
Ø Slightly positive association when models were trained only on WA [column 3&4]

5. More similar model-learned versus true brain-behavior associations in the higher-accuracy group

Better model performance in one group is 
possibly because the model learned better 
representation of true brain-behavior 
association in this group.


